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Abstract-In general, clustering algorithms perform groupifgdata items with some limitations because of
certain input assumptions. These assumptions madéferent run instances of clustering algorithrayrgive
different results. Such a set of multiple varyirggamptions based clustering results for same idataset are
called as basic partitions and they may not agrigte @ach other. These disagreements between batitgns
create confusions in deciding which the most pramgisesults are. Consensus clustering considells leasic
partitions and aggregate similarities among athein. In the literature we found K-means algoritias already
been used for doing this type of aggregations.hia paper we used pair-wise similarity method foting
approach combined with k-means based consensusrahgsknown as KCC. The experiments are perforored
well-known UCI Repository datasets. The presentedhod at its core uses iterative approach whilegloi
aggregation and which we think is its success story

Index Terms- Consensus clustering, KCC, pairwise similarity.
stabilized k clusters. So though locally it is puothg
optimized result, we need globally optimized result
1. INTRODUCTION which will be independent of any provided k-value.
Clustering process is essentially very importanfnd selection of initial random centroids also @sis
technique in decision making. The information item#$o produce different results at different runs of k
like vehicles information, patients information, means even if we keep same number of clusters.
shopping products information, movies information, We studied KCC [2] (K-means based consensus
cropping plants information etc. that are availapih  clustering) technique in the literature where a
the user are simply given to clustering algorithmss framework for utility functions was designed to
input. By considering various attributes of thebecome eligible as consensus function. They created
provided information items similarites and basic partitions on UCI repository datasets by wayy
dissimilarities between them are calculated [1]r Fonumber of clusters and then applying consensus
example we can consider vehicles that are similar functions on that inspired us to get on the vobaged
dissimilar in their manufacturer, fuel type, dimems, KCC approach.
engines etc. The similar vehicles are put together Voting approach for K-means based consensus
same group. The number of groups to be formed witllustering is the way to utilize the K-means altjori
directly indicate how much cohesiveness in terms dbr aggregating the basic partitions clustered ltesu
similarities you expect between items. Anotherésisu This approach considers results from individualibas
the selection of k starting points (initial centts) for ~ partitions. It looks it as individual votes and rfeg
expected k clusters [2] which is very crucial imther single meaningful partition of clusters for the
progress of the clustering. information items. lteratively, it starts with fidetwo
Clearly, these are nothing but input assumptiongusters and then catching the items in same clifste
that this is the some assumed expected number oaximum number of times they were bundled
clusters k and these are the k starting pointthiose k together. Then incrementing one more cluster with
clusters. Every time you change the assumptions aggntroids as an item which is minimum number of
results are not guaranteed to be of same quality. kimes bundled together with previous centroids.sThi
means algorithm is a typical clustering algorithriterative approach makes it possible to aggregate
based on distance. It uses distance as the sityilarfesults resulting into quality consensus partitioi
evaluation index, namely the closer the distancéhef items.
two objects is, the greater similarity they haved a In chapter 2, we have brief literature review on
then they are in the same group. K-means algorighmclustering techniques, consensus clustering, K-sean
very simple to implement and understand. It balsicaland KCC. Then we have voting approach for KCC
takes an input as number of clusters denoted a® ‘k’ with algorithms in details in chapter 3. Experinant
be formed at the end result. Hence different kealu results on UCI datasets are given in chapter 4alfyin
like1, 2, 3... n can be given by user. For any giken we conclude our experiment and future scope far thi
value the algorithm itself will come-up with bestwork given at the end.
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2. LITERATURE SURVEY with such pre-processing of filtering operation the

K-means has been enhanced from various pers ecti\i/gguence of noise is drastically decreased.
persp H. G. Ayad and M. S. Kamel [9] introduced

by researchers. Some of them are presented belowctl?mulative voting® concent where  probabilistic
highlight the noticeable enhancement trends. 9 b P

Shi Na et al. [3] proposed a new algorithm th apping is computed for aligning the cluster labels

solves the need of calculating the distances betwe heir rgetg_odology l')mt'a"y m|rr1]|m|zes thed average
each data object and cluster centres in evertitera quare Istance between the mapped partitions
"~ _optimally represent the ensemble. As authors

For this they used a simple data structure th":les"’wdescribed that an efficient solution is obtainethgs

?Jﬁ;?’;h'r:%];egﬁgehden'ge tch(?rtn 'L?;?it(')?]gl E:%dr:wmlggit thg n agglomerative algorithm that minimizes the
9 P plexity verage generalized divergence within the cluster.

standard k-means algorithm. .
Shaohong Zhang et al. [10] targeted ensembling
lamon N. and Boongoen T. [4] proposed new roblem by stating that selection of suitable dust

!lnked t_)ased S|_m|Iar|ty_ measure W'.th add't'onafe)nsemble method for specific data in unsupervised
information available in network is included.

. o ; manner becomes critical because of unavailability o
According to authors this increases the qualityhef . . . .
. . . true information at hand before clustering. Accogdi
measures, hence the resulting cluster decisiof. -
: . authors consensus affinity of cluster ensemblpsh
Compared to previous linked based cluster ensemble

(LCE) this refinement performs better WhenS|gnificantly improvement for ensemble solution

: . election and even for partition selection. Carlyite
ggﬁ):srggented on synthetic and UCI benchmarlgt al. [11] proposed a methodology where cluster

. . . ensembling is used to determine the number of
. .Chen—Chung Liu and Shao-Wei Qhu [5] said that i lusters. They defined graph on similarity matrix b
is important to note that accuracy is always reduce

because of presence of noisy data, outliers, aad tHSing different k values and also using different
data with quite different values within one clust€o algorithms. A random walk then performed on graph

avoid this limitation in k-means authors proposgd-t to determine number of clusters from Eigen values o

layer K -means algorithm whose goal is enhancinreSpeCtlve transition probability matrix. Each ation

accuracy rather than the computing speed. Whegr%c consensus clustering refinement is done to remov

: . s : oisy data.
applied, the datasets directly are divided into K Sadeghian A. H. and Nezam abadi-pour H. [12]
clusters that are selected to get sub-cluster edytiK . " - :
) : resented idea of “Gravitational Ensemble Clustgerin
-means algorithm in the 1st stage. The sub-clust

centre is separated into K groups in the 2nd sfalge EC)’T o ensgmble regults .c_>f d_lfferent but .weak
two-layer K-means algorithm contains three Stépsc_lusterlng algorl_thms for identification of true ality _
data normalization, Cluster centre initializaticand c‘Iuster;. For this they have used theory of gravity
S . According to authors the proposed ensemble method
two-layer clustering. F-measure is the standarg the

used 1o evaluate the accuracy of aldorithms in tHeroVen to be robust and versatile while considering
experiment y 9 Gusters of different shapes, sizes and densitesso

Bhatia S. [6] proposed a new technigue that solv are the individual and other ensembles clustering

e . . .
the need of initializing cluster centres of traafii@l k- aﬁgonthms. Shi Yao Liu et al. [13] researched

means randomly and hence avoiding possible errosr!sm”a”ty'based methods of clustering. They addpte

raised by this random nature. For this they use\éfelghtS into those methods S0 t_hat priorities can b
: ; : .-~ -assigned. Then they used all this integration faster
genetic algorithm to select the appropriate initia

. . : nsembleing with experimenting on real world data
clusters converging quickly to local optimum.

According to authors such proper selection of aniti sets. According to authors results are proven to be
9 Prop valid and advantageous than other approaches.

ﬁglrsggcr)njrmep%re%uits trg](j(eiticilr:rzylt k?ge;?é alnuqr?i?her of Abu-Jamous et al. [14] proposed binarization of
Jie 'hanq and Jianrui Dong [7] pro o%ed a negonsensus partition matrix to obtain a fuzzy based
methodj callgd as P-partition T%is mgthc?d is usigful Consensus partition. Here, the binarizations repres
. par ' . ) the truth that multiple clusters will be containisgme
find cluster centres optimally. Two relative clugte
enes and other clusters cannot have same gealts at

algorithms are used for replacing the mean centrg . :
obtained by p-partition. Objective function here is enabled there to find out such genes thatrigslo

. [(o multiple clusters simultaneously. According to
produces better values comparatively to standard k- : -
means authors experimental results on periodic gene datas

. . uccessfully show gene clustering improvements.

. Juntaowgng gnd Xlgolong Su [8] used noise dg?a Jain A.Iz. et al.g[15] concentgrateg on one of the
filters to .|dent|fy. noisy data based on their oblem of consensus clustering that their ingbilit
charac_terlsucs, which is .referred as density bas ndling uncertain data pairs misleading in gerarat
detection method. According to authors when dongf final consensus partitions. For this proposedrima

completion method where data pairs agreed upon most
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of the clustering algorithms are represented thmougdatabase were checked the presentation of the
similarity based matrix. The final data partitios i proposed strategy. In this analysis, the k-means
computed by applying an efficient clusteringalgorithm was utilized to actualize the information
algorithm to the completed matrix. discretization firstly then they are utilized to do
Abdullin and Nasraoui O. [16] worked on characteristic lessening through unpleasant set.
clustering of heterogeneous data. Data that coegris It is a technique in view of unsupervised bunch.
of multiple domains or modalities like categorical Every property will be unsupervised cluster intamtw
numerical and transactional data are required to lotasses, and afterward get less discrete brealgoint
converted into similar type format and then proedss The technique for discretization taking into acdoun
by traditional clustering algorithm. Another apprba data entropy, the strategy for discretization ievwiof
is ensemble clustering that achieves the same parpdhe trait significance and the strategy proposethén
for clustering heterogeneous data. Kuncheva L.I andork are recreated on UCI datasets. The results
Vetrov D. P. [17] proposed cluster ensembles based demonstrate that Classification precision rate of
k-means clusters where k values are randombyiscretization strategy taking into account k-means
generated for multiple runs of k-means. Authorsfbu enhanced the break point, diminish the seasonef th
that relationship between stability and accuracthwi investigation and the multifaceted nature of the
respect to the number of clusters depends on ttee daxamination, enhanced the trial productivity, amd g
set, varying from almost perfect positive correlatto  great results.
almost perfect negative correlation. In responsthit Nuwan Ganganath and Chi-Tsun Cheng [21]
authors proposed a new combined stability indelxeto proposed a regularly utilized strategy as a part of
the sum of the pair wise individual and ensembles. account, software engineering, and building. largée
Yazhou Ren et al. [18] said that most of clusteringortion of the methodology, cluster sizes are eithe
ensemble algorithms treats each clustering and eacbmpelled to particular qualities or accessible as
object as equally important and not much effort hasarlier information. Lamentably, typical Consensus
been put towards incorporating weighted objects inttechniques can't constrain confinements on group
the consensus process. In response to this problsimes. In this work, they propose some indispemsabl
authors  proposed “Weighted-Object Ensemblalterations to the standard k meansalgorithm shiah t
Clustering”. They determine the weights of the ot§e it can incorporate size requirements for everytelus
by looking at how difficult it would be to clustem independently. The enhanced k-means algorithm can
object by constructing the co-association matrixe@ be utilized to acquire groups in usable sizes. A
presented three different consensus techniqueseedypotential application would be obtaining clusterishw
the ensemble clustering problem to a grapkquivalent group size. Recreation results on
partitioning one. multidimensional information exhibit that the k-nmsa
Emmanuel Ramasso, Vincent Placet andlgorithm with the present changes can satisfy grou
Mohamed Lamine Boubakar [19] proposed anothesize limitations and help to more precise and sfron
methodology for unsupervised exampleresults.
acknowledgment in acoustic outflow (AE) time- Data clustering techniques can't satisfy the size
arrangement gave from compound materials. THémitations on clusters. In this work, they present
innovation holds in the improvement of a clusteringpowerful algorithm for data clustering with comell
ensemble strategy ready to underline surprisingroup sizes. The proposed algorithm is createdtfrt |
developments of harms in mixes under requesting. Tlof the standard k-means algorithm. They changed the
technique joins different allotments issued fronstandard calculation such that it can consolidatech
various parameters, introductory conditions andize requirements. In the introduction venture haf t
calculations. A first stage consequently choosealtered algorithm, it utilizes the former infornmii to
different subsets of attributes in light of therepy of relegate information focuses as the beginning
groupings of harms distinguished by bunchingcentroids of the groups, dissimilar to arbitrary
Unsupervised example acknowledgment in AE timenformation point task in a standard K-means
arrangement give from compound materials wasalculation.A. Strehl and J. Ghosh [22] stated, titas
handled by the utilization of different clusteringA  widely recognized that merge multiple classificatio
programmed highlight choice was proposed combineal regression models typically gives better results
with an enhancement of the quantity of clusters. compared to using a single. However, there are no
Xing Xiaoxue and Guan Xiuli [20] proposed thewell-known approaches to merge multiple non-
use of the harsh Set hypothesis to predispose therarchical clustering. The idea of combining tdus
information; persistent characteristic requiredthie labeling without accessing the original featuresdke
fundamental and key step. Here, a discretizatioie general knowledge reuse framework that call
strategy depends on the k-means algorithm was budluster ensembles. In this technique define theteiu
up. Utilizing this technique, the totally qualitiesuld ensemble problem is an optimization problem and to
be arranged into the 2 sorts. Four sets data on U@lopose three successful and efficient combine for
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solving it based on a hyper graph model. Result X.Wang, C. Yang and J. Zhou [26] proposed that,
synthetic as well as real data sets are givendplal a large number of clustering algorithm exists;
that cluster ensembles can (i) improve quality andggregating different clustered partition sin tsirzgle
robustness and (ii) enable distributed clustering. consolidated one to obtain good results has be@me
N. Nguyenand, R. Caruana [23] attended themportant problem. In Fred and jain’s accumulation
problem of combining various clustering’s withoutalgorithm, they construct a co- association matiix
access to the primary features of the data. Thieges original partition label's and then register minimu
is well known in the literature as clustering enbtgg, spanning tree to this matrix for the combined
clustering aggregation, or consensus clusteringlustering.
Consensus clustering provide a stable and robast fi K. Punera and J. Ghosh [27] observed the problem
clustering that is in agreement with multipleof obtaining a single consensus clustering solution
clustering’s. They find that an iterative EM-like from a ensemble of clustering’s of a set of objelcts
method is remark ably productive for this problemenhanced much interest recently because of its
They presented an iterative algorithm and iteumerous practical applications. While a wide vasio
variations for detecting clustering consensus. Atypes of approaches including graph partitioning,
extensive empirical study compares their proposedore possibly, genetic algorithms, and voting-meggi
algorithms with eleven other consensus clusteringave been presented so far to solve this problem,
methods on different four datasets using threeearly all of them work on hard partitioning, i.e.,
different clustering performance metrics. Thewhere an object is a member of exactly one cluster
experiment all results shown that then ewensembbny individual solution.
clustering methods produce clustering’s that are as V. Filkov and S. Steven [28] presented that, with
good as, and often better than, these other methods the exploding volume of micro array experiments in
A. Topchy, A. Jain and W. Punch [24] presentedhe increasing interest in mining repositories o€ts
that a dataset can be clustered in many ways depesata. Meaningfully merge results from diverged
on the clustering algorithm employed, parametegxperiment so an equal basis is a challenging task.
settings used and other factors. They addressedHare they proposed a general method for integrating
guestion that can multiple clustering be combined sheterogeneous datasets based on the consensus
that the final partitioning of data provides betterclustering formalism. Method analyzes source
clustering? The answer best on the quality oflustering’s and identities a consensus set-pantiti
clustering’s to be combined as well as the proeerti which is as close as possible to all of them. They
of the fusion method. First, they introducedeveloped a general criterion to assess the palexiti
presentation for different clustering’s and forntaela integrating multiple heterogeneous datasets, ne. i
the corresponding categorical clustering problem. Aase the integrated data is more instructive tihen t
result, they presented that the consensus funésionindividual datasets.
related to the classical intra-class variance stehd B. Mirkin [29] proposed the category utility
using the generalized mutual information definitionfunction is a partition quality score function ajgplin
Second, they showed thief of combining partitioninggome clustering programs of machine learning. They
generated by poor clustering algorithms that ude daare interpreted this function in terms of the data
projections and random data splits. variance shows by a clustering or equivalently, in
S. Vega-Ponsand, J. Ruiz-shulcloper [25ierm of the square-error classical clustering dGeten
proposed that, cluster ensemble has proved tddlesta those operators the K-Means and Ward methods. This
alternative when facing cluster analysis probleiinis. analysis recommends extensions of the scoring
form of generating as of clustering’s. From this dunction to situations with differently standardizand
metadata stand combining them into anal clusteringiixed scale data.
The goal of this composition process is to imprthe T. Li, M. M. Ogihara, and S.Ma [30] proposed
quality of individual data clustering. Due to thethat, many problems can be reduced to the probfem o
increasing appearance of new methods, their fal@ralcombining multiple clustering. In this work, theiyst
results and the great number of applications, thegncapsulate different application scenarios of
consider that it is necessary to make a criticalymis combining multiple clustering and provided a new
of the be alive techniques and future projections gperspective of observing the problem as a categjoric
overview of clustering ensemble methods that can lmustering problem. This is very crucial and very
very helpful for the community of -clustering important technique they have used for improving th
practitioners. The characteristics of several metho results. In consensus clustering, such techniqaes h
were discussed, which may use in the selectiohef tbeen proved to be major role players. They directly
most arrogate on solve a problem at hand. They alsffect on the quality of clusterings and gives m@mop
presented taxonomy of these techniques and illestra analysis at hand for the decision making problems.
some important applications.
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3. METHODOLOGY

Basic partition creation and voting approach forf his is second part which aggregates all basic BPs.
consensus clustering are the two major parts of od’€ Similarity measure between the data point x and
work. In first part basic partition creation varies® c;luster of ¢ data points ,(xxXs,....x,) is defined
number of desired clusters and initial centroids fo
obtaining disagreeing clustering results. For tiis e S(x, x,)
basic algorithm used at core is the traditional ams ~ S(x,{x,,x,, ....,x,}) = —— 1
algorithm. This K-means is run by varying K value ¢

from true clusters (N) to square root of number OYVhere, S(x.§ is similarity count between a

: GVn) F le in Iris d o . dparticular instance x and every other instance the
Instance - For example In Iris dataset it is varied, \; qataset. Similarity count indicates that mwh

from 3 to 12. For every K-value 10 differentmany pasic partitions that pair of instances isigeal
initialization of centroids are done. Thus totalBPs together. Voting approach for KCC uses this

created for Iris dataset are 100. algorithm.

3.2. Iterative Pairwise Consensus Algorithm

Input: a set of basic partitionp]{
Output: a consensus partition

Steps:

3.1. K-means Algorithm

Input: input instances, number of clusters (k)

Output: A partition of k clusters (1) Calculate similarity counts for every pair of

Steps: instances in the given basic partitions.

(1) Choose k initial centroids randomly from the (2) Choose 2 initial centroids randomly that are
input instances. furthest apart instances.

(2) Repeat following until stabilized clusters obtained (3) Repeat following until stabilized clusters obtained

» Assign every instances to their closest . Assign every instance to their closest
cluster ~ centroids using Euclidean cluster centroids using Similarity Count.
distance .

Create new cluster and assign new

cluster centroid for it by finding instance

that is furthest from previous centroids.

(4) The final stabilized cluster partition is savedaas
consensus patrtition.

e Calculate new centroids in every clusters
(3) The final stabilized clusters are saving as a basic
partition

ProYlde Calculate
Desired A
| Similarity
K-value Matrix
Initialize Initialize Two
K Centroids Furthest
Randomly Centroids
Closest Calculate Closest Calculate
Cluster K New Cluster 1 More New
Allocation Centroids Allocation Centroid
i Save As A imilari Save As A
Ecludian stabilized i Similarity . Stabilized
Distance Basic Summation Consensus
Summation Partition Partition

Fig. I. Flowchart of Creation of Basic Partitions

Fig. Il. Flowchart of Creation of Consensus Pantiti
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4. EXPERIMENTAL RESULTS
To check the performance of voting approach for The results show that quality of basic partitioasies

. o5, per input parameters and sometimes very poor to
means based consensus clustering we downloaded .
average clusters are obtained. We analyze that

Sterative problem solving of voting approach when

[31].The description of these datasets is as given combined with KCC basic partition creation techmiqu

Table-I. . : :
produce improved quality clusters in consensus
Table I: Dataset Description partition.
Dataset | #instances | ATTUS | #Attributes | 5. CONCLUSION AND FUTURE SCOPE

] The decision making with the help of clustering
Iris 150 3 4 techniques can be made easy and efficient by using
consensus clustering methodology. KCC which uses
Ecoli 335 8 7 k-means algorithm has been proven to be one of the
best techniques for this task. We have used basic

Wine 165 3 13 partition creation way from KCC and used them with

voting approach. The results show the quality

improvement after combining both of the techniques

For measuring performances of basic partitions andgether. In future, new consensus functions can be
voting approach for KCC we used Rand Index metrigjesigned to be helpful for consensus clustering.
Rand index (Rn) which is one of the external indexeparallel Computing can be introduced to createchasi
metric has been used for this purpose. It has dégab partitions at first and avails robust partitionsirgsut
measure the inter-cluster and intra-cluster sintylar . voting approach for KCC.

for obtained basic partitions

TP+ TN REFERENCES
Rand Index (Rn) =TP + FP L+ FX £+ TN Eqg. (1) [1] Nam Nguyen and Rich Caruana, “Consensus
Clustering”,  Seventh IEEE International
Where in Eq. (1), Conference on Data Mining, 2010.
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